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Abstract—For a cyber-physical system (C'PS,,), communica-
tion and control channels are the most crucial part, which is used
for enhancing efficiency and providing a better response to the
physical systems. However, these channels are also responsible for
the vulnerability of cyber attacks and can create severe problems
for physical systems. Among the different kinds of cyber attacks,
this paper focuses on a particular cyber attack, i.e., a time delay
cyber attack (TDCA), which can destabilize or disrupt the system.
To handle such a problem, this article proposed a joint method
consisting of (i) a Series Proportional Integral Derivative (series-
PID) controller and (ii) Smith Predictor approach. The proposed
method provides better performance and stable response, verified
by an illustrative example. A comparative analysis has been done
through simulation work, and performance criteria are based on
the integral square error (/.SE.), integral absolute error ([ AE.),
and total variations (T'V,).

Index Terms—Time delay cyber attack (TDCA), Cyber-
physical system, Performance, Communication, Stability

I. INTRODUCTION

The effect of a significant and generic class of attacks which
we term the time delay cyber attack on a C'PS,,, that uses
a closed-loop control system [1], [2], [3], can be assessed
and mitigated in this study which is motivated by the numer-
ous security issues. The attacker intentionally delays control
or communication information delivery without interfering
with the information. C'PS,, control frequently has strict
timing requirements; because of that, the attack can drasti-
cally degrade the system’s performance and potentially result
in serious safety accidents. Unlike information interfering,
which requires breaking non-trivial encryption technology, the
TDCA may be carried out very easily by exploiting hacked
gateways to increase connection delay. As a result, it is a
severe hazard that must be addressed immediately. However,
the attack may be easily identified by synchronizing the clocks
of cooperating C'PS,, devices and then verifying packet
timestamps [4]. Analyzing and minimizing the attack’s effect
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in real-time is difficult due to the complexity of real-world
CPS,,. This article suggested a series-PID controller with a
smith predictor for minimizing the influence of the time delay
cyber-attack. The smith predictor approach is used to detect
the time delay in the communication channel and nullifies this
time delay effect before reaching it to the controller.

For decades, because of the simple behavior in controller
design, resistance to external uncertainty, and ease of tuning
the parameters, the Proportional Integral Derivative (PID)
control technique has played a significant role in industrial and
research work. As the present era grows, PID parameter esti-
mation procedures are challenging with demanding technical
aspects for the complex nature of controlled processes. In the
existing literature, there are several tuning formulae for PID
controllers. The tuning approach based on the process response
curves have presented by Ziegler and Nichols [5], Astrom
and Hagglund [6], and Cohen and Coon [7]. Intellectual PID
control approach [8], fuzzy-based PID control methodology
[9], and neural network-based PID control methodology [10]
have been used to improve PID control efficiency by merging
it with some other sophisticated control systems. The study
on the PID control issue has received much interest from the
network science and control technologies fields so far [11].
Because of their straightforward physical application, series-
PID controllers are commonly utilized in hydraulic control
strategies and analog electronic circuits. The generalized struc-
ture of the series-PID is given below:

Q(s) =K, (1 + Tls) (14 Tugs); Kq,Tig,Tag >0 (1)
1

Here, K, T;,, and Ty, represent the controller’s gain, in-
tegral’s time constant, and derivative’s time constant of the
controller, respectively. Due to the derivative part, noises will
add in the high-frequency region, so a low pass filter (LPF)
is required to avoid those noises. So the modified structure of
the series-PID controller is represented as [12]:

1 1—|—qu8
= N . < > .
Q(s) = K, (1+Tm3) <1+5qus), 0.01 <6 >0.2
(2)

Authorized licensed use limited to: INDIAN INSTITUTE OF TECHNOLOGY ROORKEE. Downloaded on April 22,2023 at 04:56:07 UTC from IEEE Xplore. Restrictions apply.



A. Tuning of the controller parameters

This paper uses a model-based tuning rule for tuning the
parameters of the series-PID controller. For the arrangement
of the value of T}, and Ty, the pole placement-based method
has been used [13]. To get the controller’s gain on account of
better performance, the D-decomposition method is used for
a given stability range [14]. The Pole placement approach is
based on the settings of the root locus so that the modified root
locus version of the closed-loop process passes through the
relevant pole locations. Assume the relevant poles of closed-
loop process are: s, = —x £ jy; (x,y > 0). If the location
of the relevant poles are not present on the root locus, then
an amount of phase needs to be added to the controller to get
the desired phase angle criterion. So the required angle can be
provided by: angle(Q(s,)) + angle(P,(s,)) = —180°. Here
angle(P,(s,)) is known as process’s angle and angle(Q(s;,))
is known as controller’s angle at relevant pole location (s;).
So total angle contributed by series-PID can be represented

by [13]:
1 1+ qusr
Tiqsr> angle (1 n 5qu5r)
3)
The series-PID controller’s angle is affected by the variables
Tiq, Taq, and 6. The derivative section of the controller
with an LPF is placed in the feedback loop so that the ¢
effect is negligible on the performance and the controller, so
assume ¢ is persistent. The placement of ¢ in the feedback
path influences the measurement disturbances. So, for the
allowable value of measurement disturbances, select the ¢
value reasonably [15]. Furthermore, two more parameters need
to be calculated. Therefore, we consider a second-order time-
delay system (SOPTD) i.e.

er—ab ]
(Tpls + 1)(Tp28 + 1)’
By assuming the less significant pole of the system, Tpo =

T4, the numerator part (zeros of the controller) can be
wiped out. So, with the help of first part of controller

[angle (1 + T;STF)}

angle(Q(s,)) = angle (1 +

Py(s) =

Tp1 > Tpo “)

; Integral’s time constant (7},) can be

calculated. From Fig. 1 [13]:
1
phase (1 + ) =0..— Opp; ®)]
iqSr
where, 6,, = 180 — tan~ (9) (6)
T
So, the final value can be determined by:
SR )
" z+ tanéué)zz)

B. Time delay cyber attack (TDCA)

TDCA is a type of Denial-of-service (DoS) attack. Contrary
to DoS attacks, the connection between the physical system
and the control center is not entirely cut off. Instead, the
intrusion will cause a delay in the signal that is sent over
the infected communication route. The sensors collect data

0,, 180 - 0y, \epp
>
-1/T -X 0

Fig. 1. Pole-zero figure of the first part of controller [13].

on the condition of the process and transmit the data to the
controller, and the controller utilizes these data to make control
choices. The controller provides the appropriate actions to
the actuators, who carry them out and adjust the process’s
state correspondingly, which helps to establish the closed loop.
Because of that, communication lines are much more prone
to attack than controllers, perhaps more likely to be targeted.
The introduction of time delay in communication lines that
carry sensor information to the central controller or control
information to the actuators is known as a TDCA. A time-
delay cyber attack occurs when intruders introduce delays into
a control system. Even if the number of infected channels
is less, intentional delays might create an unstable system.
Because the TDCA happens in a feedback loop system, it
has the potential to create instability or otherwise distort the
system’s operational state, which is harmful to the system.
Some existing work has been done in the past for detection
and mitigation of the TDCA [16], [17].

In this article, we proposed a smith predictor with the series-
PID controller to mitigate the effect of the time delay, i.e.,
introduced by the attacker. Smith predictor nullifies the delay
before reaching to the controller, whereas series-PID will
provide better time domain specifications.

II. MATHEMATICAL DESIGN OF PROPOSED APPROACH

To mitigate the impact of time delay cyber attack, the
proposed controller structure is shown in Fig. 2. With the
help of the smith predictor approach along with the series-PID
controller, a time delay, which is introduced by the attacker
in the form of a measurement attack or time delay cyber
attack, in the communication path (sensor-controller channel),
will be detected and minimized by the proposed methodology.
According to Fig. 2, when the attacker has performed a time
delay cyber attack, then the neutralization of the delay time
attack has been done by the proposed methodology, so that
Y5(s) = Yi1(s) must be satisfied.

From the proposed structure in Fig. 2:

Y (s) = Py(s) *U(s) (8)
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Proposed Controller Q(s)

TDCA

Yi(s)

Y(s)

Fig. 2. Block diagram of proposed controller structure.

Where P,(s) is transfer function of process, and U(s) is
controller’s outcome. Then the feedback output of the structure
is:

14+ Tyys
Yi(s) =P, —
0 =R U () o
So, after the TDCA of 7 sec.:
Ya(s) = Yi(s) x e T*° (10)
According to the TDCA, the smith predictor output is:
1+ quS
Y3(s) =P, —_— 11
()= U ({50 ) an

1+ qus

Yi(s) = Pp(s) # U(s) + (1+6Td

) f[l—e ] (12)
So, after nullifying the time delay cyber attack (TDCA), the
final feedback signal is:

Ys5(s) = Ya(s) +Yi(s) = Pp(s) * U(s) * (11;57;:295) (13)

Finally, it can be observable from the (13), that Y5(s) = Y (s)
and time delay attack has mitigated.

III. PERFORMANCE EVALUATION OF CLOSED-LOOP
SYSTEM

The outcomes have been estimated for the step-change of
unity in set point R(s) and disturbance D(s). The assessment
of response is based on the two kinds of errors (/SE.
and TAE,) and (TV,) for a particular value of maximum
sensitivity (M), i.e., (i) Integral square error (ISE.), (ii)
Integral absolute error (IAE.), and Total variations (T'V).
They are represented as follows:

ISE, = / e(t)dt (14)
0

IAEe:/ le(8)dt: (15)
0

TV = |uis — u] (16)
=0

M,

= ‘ (17)

= max s
0<w<oo ‘ 1+ P,(jw)Q(jw)
IV. ROBUSTNESS ANALYSIS

In the modern era, every model has some imperfections. So
the efficiency of the proposed controller must be analyzed in
the presence of disturbances and noises in the model of the
system. Due to these reasons, the proposed controller should
be robust even if uncertain parameters exist. The condition of
robust stability is given below [18]:

Ly (jw)nes(jw) < 1, for all w € (—o00,0)

Cw) Pp(jw)
1+C(jw) Pp(iw)

(18)

where 7.s(jw) =
sensitivity equation.

And L, (jw) = Pp(];)(;{j(]“’)
uncertainty bound, P,(jw) is the nominal model of real
process and P(jw) is the actual model of the process.

For the robust analysis, the proposed design can be analyzed
as per (19).

- is the complementary

- is model multiplicative

19)

. 1
1nes Gl < Trsm—N7
(Fe+1) -]
V. SIMULATION AND OUTCOMES

This section presents the simulation work for the pro-
posed methodology with an example by MATLAB-Simulink
(R2022a).

Consider the process given as [13]:

Pp(S) _ (0.17s+1)2

s(s+1)%(0.0285+1)

To get the improved performance and better-tuned parameters
of the controller, the significant poles must be located at
s, = —0.506 £ j0.669, according to the pole placement
approach so that the root-locus of the process passes through
the relevant pole (s,.). For assuring the phase criterion at pole
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location (s;), the PID controller should provide an additional
phase of 41.07°. To neglect the insignificant pole with zeros of
PID controller, consider Ty, = 1.33. So the angle of first part
of the controller according to the eq. (3) is -28.21°, and second
part is 69.28° at the constant value of § = 0.01. By using
the proposed mechanism the remaining adjusted parameters
of controller are K, = 1.84 and T}, = 2.493.

After taking the unit step set point and step disturbance of
magnitude 1, at time ¢ = 20sec, and observing the response
as mentioned in Fig. 3. After considering the time delay cyber
attack of 10sec as a measurement attack or communication
attack, the S. Tavakoli method provides an unstable response,
as shown in (a) part of Fig. 3. At the same time, the proposed
controller completely neglects the TDCA and provides a
stable response with better set-point tracking and disturbance
rejection, as shown in (b) part of Fig. 3. Also, it can be verified
by the performance evaluations, reported in Table 1. After the
TDCA, it can be observed that the proposed method provides
less values of errors and control effort than the S. Tavakoli
method after TDCA.

The magnitude response shown in Fig. 4 describes the robust-
ness analysis for +50% uncertainty in the gain of the process
model. By satisfying the stability condition as mentioned in
(19), it can be observed from the response that the proposed
controller is robustly stable.
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Fig. 3. (a) Output response of S. Tavakoli method (b) Output response of

proposed method

VI. CONCLUSION

This paper has suggested a method to minimize the time
delay cyber attack (TDCA) or measurement attack in the
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Fig. 4. Robustness Analysis for +50% uncertainty in K,

communication loop (sensor-controller channel). The proposed
controller mainly consists of a series-PID controller with a
smith predictor approach for a higher-order process model.
The proposed controller method has neutralized the effect of
TDCA, which can be verified by the response for a time delay
attack of 10sec. The simulation results of the output response
of the proposed method are settling quickly with less amount
of overshoot as shown in Fig. 3 (b). Also, the simulation results
reveal the supremacy of the proposed method, which provides
a stable response with less values of the errors (ISE,, [AE,)
and control effort (T'V;). In the future, the proposed design
will be tested through the real-time control prototyping system.
Also, the proposed method will be implemented on micro-grid
in the future.
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