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Abstract——The dynamic pricing environment offers flexibility 
to the consumers to reschedule their switching appliances. 
Though the dynamic pricing environment results in several ben‐
efits to the utilities and consumers, it also poses some challeng‐
es. The crowding among residential customers is one of such 
challenges. The scheduling of loads at low-cost intervals causes 
crowding among residential customers, which leads to a fall in 
voltage of the distribution system below its prescribed limits. In 
order to prevent crowding phenomena, this paper proposes a 
priority-based demand response program for local energy com‐
munities. In the program, past contributions made by residen‐
tial houses and demand are considered as essential parameters 
while calculating the priority factor. The non-linear program‐
ming (NLP) model proposed in this study seeks to reschedule 
loads at low-cost intervals to alleviate crowding phenomena. 
Since the NLP model does not guarantee global optima due to 
its non-convex nature, a second-order cone programming model 
is proposed, which captures power flow characteristics and 
guarantees global optimum. The proposed formulation is solved 
using General Algebraic Modeling System (GAMS) software 
and is tested on a 12.66 kV IEEE 33-bus distribution system, 
which demonstrates its applicability and efficacy.

Index Terms——Crowding strategy, demand response, distribu‐
tion system, General Algebraic Modeling System (GAMS), local 
energy community, second-order cone programming.
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Load at sensitive node of house k at time inter‐
val t
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Excess power from house k at time interval t
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Active and reactive power capacity limits of 
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sitive node

Reactive power demand at bus i and time inter‐
val t

Resistance of branch ij

Solar energy of house k at time interval t

Sending-end node voltage for identifying sensi‐
tive node
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age of bus i
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Reactance of branch ij
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Continuous variables corresponding to active 
and reactive power of upper grid (sub-station)
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New defined continuous variables correspond‐
ing to conic reformulation

Continuous variables corresponding to voltage 
magnitude and angle of bus i

Continuous variable corresponding to appliance 
schedule

Feasible solution of schedulable appliances

I. INTRODUCTION 

THE existing distribution systems are being transformed 
into smart distribution systems. With technological ad‐

vancements, the integration of renewable energy sources and 
demand-side management techniques have emerged as criti‐
cal components of smart grid implementation. The growing 
penetration of renewable energy sources also decreases the 
dependency of distribution system load on baseload genera‐
tion plants, which reduces the electricity cost. A smart grid 
operator can alleviate peak-time loading by implementing ap‐
propriate dynamic pricing schemes. Demand response (DR) 
programs can not only be addressed to big commercial and 
industrial customers, but also to residential customers. In 
this context, DR programs act on deferrable loads (e.g., dish‐

washers, iron, washing machines, etc.). The residential loads 
are particularly relevant considering the big share of the to‐
tal energy demand that comes from buildings. Therefore, the 
focus of this study is the impact of residential DR on a dis‐
tribution system. Here, individual residential consumers are 
self-motivated to switch on their schedulable loads during 
low-cost intervals. However, it is observed that scheduling at 
low-cost intervals leads to crowding discomfort, demand lim‐
it violation, and voltage stability issues in the distribution 
systems [1], [2].

From the demand-side point of view, researchers have 
studied the above issues and provided solutions through vari‐
ous power management schemes for solar photovoltaic (PV) 
systems [3], [4]. Though these management schemes are effi‐
cient, the total investment cost is high. In [5], a case study 
about the supply-side profitability using solar PV units is 
presented. In contrast, it does not guarantee to solve the rap‐
id solar penetration problem in the distribution system. DR 
studies have shown that cost minimization and demand-side 
management can be accomplished by collaboration between 
utilities and customers by maintaining the advantages of 
both [6].

The impact of the DR program on optimizing the opera‐
tion of the distribution system has been studied by the re‐
searchers using various techniques such as air conditioning 
system scheduling, distributed generation, and distributed 
storage system [7]- [9]. These studies mainly concentrate on 
demand-side management to accommodate supply-side gener‐
ation based on a dynamic pricing scheme. Here, researchers 
have focused on the DR program for electricity cost minimi‐
zation along with supply-side management. Reference [10] 
proposes a real-time pricing algorithm to encourage desired 
energy consumption, but the study does not include renew‐
able energy. Reference [11] develops a convex optimization 
technique for reducing the peak load with distributed sources 
and energy storage devices, which results in a significant re‐
duction of peak loading with proper energy distribution. Ref‐
erence [12] presents bi-level programming for balancing the 
demand curve without solar integration. Reference [13] pro‐
poses a new metering system with better connectivity as a 
decentralized solution for effective DR in the smart distribu‐
tion system. Reference [14] discusses various DR methods 
such as load shedding, peak flattening, storage, load build‐
ing, filling load valley, and versatile loading effect. Refer‐
ence [15] summarizes the multi-energy systems and smart 
energy hub for the DR program to stimulate the demand-
side resources. Based on the literature, all residential custom‐
ers connected at the distribution nodes are willing to partici‐
pate in DR programs since they know the advantages of so‐
lar penetration and dynamic pricing schemes. Even though 
most of the available DR programs with renewable energy 
integration provide significant results, they still lack crowd‐
ing overcoming strategies to mitigate voltage collapses along 
with DR programs. Generally, commercial power system 
software platforms such as PSCAD and ETAP [16], [17] use 
linear integer programming (LIP) for scheduling appliances 
in line with DR programs. These LIP techniques are extreme‐
ly challenging due to high-dimensional risks [18]. In recent 
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years, a lot of research has been done for load scheduling in 
the area of DR schemes by using heuristic and conventional 
algorithms like genetic, bacterial foraging, differential evolu‐
tion, and binary particle swarm optimization [19] - [22]. 
These evolutionary and swarm intelligence based algorithms 
require a common controlling parameter such as population 
size or generation number. In addition to the common con‐
trol parameters, each algorithm has its own set of control pa‐
rameters. For example, a genetic algorithm uses the mutation 
and crossover probability. Particle swarm optimization 
makes use of inertia weight and social and cognitive parame‐
ters. Similarly, other algorithms need the respective specific 
parameters such as bacterial foraging and differential evolu‐
tion. These parameters either increase the computational ef‐
fort or produce the local optimal solution. Besides, these heu‐
ristic algorithms are bio-inspired. Multiple runs do not pro‐
duce the same result. Thus, these algorithms are not industri‐
ally accepted for effective scheduling in a smart distribution 
system.

Therefore, to overcome the above-mentioned difficulties, 
this paper proposes a second-order cone programming 
(SOCP) model for scheduling schedulable loads in the DR 
scheme. Rapid solar penetration reduces the electricity cost 
(solar available intervals) in a dynamic pricing environment. 
Thereby, an individual residential consumer is self-motivated 
to switch on their schedulable loads at these low-cost inter‐
vals. This sudden switching of loads at solar intervals may 
lead to a crowding phenomenon among residential consum‐
ers. For example, day-ahead market (DAM) in India is a 
physical electricity trading market for deliveries for 15-min 
time blocks within 24 hours of the next day starting from 
midnight. Here, the grid-connected solar PV reduces the pric‐
es during solar available time blocks. Besides, one of the 
most common motivation for an 11 kV secondary distribu‐
tion consumer is to schedule schedulable loads from peak 
time periods to off-peak time periods in order to prevent pen‐
alties whenever the contractual volt-ampere limits are violat‐
ed. Scheduling at the minimum price intervals leads to 
crowding discomfort, demand limit violation, and voltage sta‐
bility issues in the distribution system. Therefore, the afore‐
mentioned risks can be mitigated by a priority-based DR pro‐
gram. The major contributions made in this study are given 
as follows.

1) This paper proposes a priority-based DR program at 
the sensitive node with the participation of local energy com‐
munities (LECs) to mitigate the voltage problems in the dis‐
tribution system due to crowding phenomena.

2) The past contributions made by the residential houses 
and the amount of demand are considered as essential param‐
eters for calculating priority factors (PFs).

3) The scheduling problem is formulated as SOCP model 
which captures the distribution system characteristics and 
provides an exact solution. A detailed simulation of the pro‐
posed program for the distribution system is performed in a 
General Algebraic Modeling System (GAMS) to test its ap‐
plicability and efficacy.

The rest of this paper is structured as follows. Section II 
presents the sensitive node identification of distribution sys‐

tems. Section III briefs the system architecture. Section IV 
describes the proposed methodology. Section V explains the 
problem formulation. Section VI summarizes the results and 
discussion. Finally, the conclusion of this paper is given in 
Section VII.

II. SENSITIVE NODE IDENTIFICATION OF DISTRIBUTION 
SYSTEMS 

If any stability issue occurs in a distribution system, it 
first impacts the sensitive node and then spreads to other 
nodes of the distribution system. Sensitive node analysis is 
conducted to determine the more vulnerable node to voltage 
stability problems. The most vulnerable node of the distribu‐
tion system under consideration is identified using the volt‐
age stability index (VSI). The node with the minimum VSI 
is considered to be the sensitive node of the distribution sys‐
tem. The VSI of a distribution system is identified using the 
equation given below [23].

v4
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From (2) and (3), it is clearly observed that the actual val‐
ue of the active and reactive power at the receiving end is 
subjected to the condition of (4) and (5).
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The sum of (4) and (5) gives the VSI of the distribution 
system, and it is used to identify the sensitive node of the 
distribution system, which is given as:

VSI = 2v2
j v2

i - 2v2
j (pijrij + qij xij )- v4

j - z 2
ij (p2

ij + q2
ij ) (6)

III. SYSTEM ARCHITECTURE 

The system proposed in this study consisting of LEC ar‐
chitecture with solar integration is grouped at the sensitive 
node of the test system, as illustrated in Fig. 1.

Hence, in this analysis, the constant load at the sensitive 
node is altered as a dynamic load obtained from the typical 
LEC with different solar units. In an LEC, each house con‐

PV 1 House 1 PV 2 House 2 PV N House N

To the sensitive node of the test system

…

Fig. 1.　System architecture.
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sists of different types of electrical loads that are considered 
as base-loads (e.g., fans, lighting, and television). These loads 
cannot be rescheduled from one time slot to another. Inter‐
ruptible non-schedulable loads (INSLs) such as air condition‐
ers and geysers can be interrupted but cannot be scheduled 
from one time slot to another. Schedulable loads are loads 
like vacuum cleaners, washing machines, and electric vehi‐
cles. These loads can be turned on and off intermittently 
without degrading their efficiency. Let the scheduling length 
of the total time period be finite, i.e., one day. A day is di‐
vided into T sub-intervals, each lasting 15 min. The total de‐
mand at the sensitive node of the test system is regarded as 
the sum of the interconnected demand of each house. The to‐
tal demand of house k at time interval t is given by:

Pkt = LB
kt + LSL

kt + LINSL
kt (7)

The PV and the distribution system can meet the connect‐
ed load at this node. If the available solar energy exceeds 
the connected demand, the house receives no power from 
the power grid. The excess from the solar unit is shared with 
the neighbouring houses. If the available solar power is less 
than the connected load, the distribution system can help al‐
leviate the shortage, as shown in (8) and (9).

Pkct =
ì
í
î

Pkt - Skt    Skt = 0Skt <Pkt

0                  Skt >Pkt
(8)

PkSt =
ì
í
î

Skt -Pkt    Skt >Pkt

0                  Skt <Pkt
(9)

IV. PROPOSED METHODOLOGY 

This section presents the calculation of the PF for each 
house at the sensitive node, GAMS for load scheduling, and 
dynamic power flow to evaluate the voltage profile of the 
test system. Once the PF of all customers is identified, NLP 
and SOCP schedule the schedulable loads without any 
crowding by ensuring the voltage stability of the system. 
Here the dynamic power flow takes care of the voltage sta‐
bility of the test system.

A. PF Calculation

In the case of LEC, if the utility initiates a dynamic pric‐
ing scheme, it may cause crowding among the residential 
customers affecting the sensitive node of the test system pri‐
marily. Therefore, to avoid this crowding strategy and pre‐
serve the voltage stability of the system, each customer’s PF 
has to be determined. Schedulable loads at the sensitive bus 
of the test system can be rescheduled based on their PFs. 
Thus, the careful identification of PFs at the sensitive node 
of the test system makes the distribution system stable. 
While calculating the PF for a typical residential customer, 
two factors have to be taken into consideration: ① the con‐
tribution made by the residential customer to the power grid, 
i. e., the excess solar power, which reduces the amount of 
power drawn from the power grid; ② past power demanded 
by the residential customer.

PF of LECs can be identified as:

PF =
PmS∑PmS

+
Png∑Png

(10)

where ∑PmS is the total contribution made by LECs; and ∑Png is the total demand of LECs at the sensitive node of 

the test system. The prosumer whose contribution to the dis‐
tribution system is larger is assigned with a higher PF. When 
identifying PF, if any customer has the same priority index, 
the re-scheduling of the appliances can be carried out based 
on their past contributions.

B. Dynamic Power Flow

In this analysis, the rapid solar penetration and DR pro‐
gram may affect the voltage stability of the test system; 
hence it requires continuous monitoring. Therefore, this sub‐
section presents the continuous monitoring of the system sta‐
bility using a dynamic power flow algorithm, as shown in 
Algorithm 1. That is, forward and backward sweep power 
flow is carried out for every 15 min interval [24]. The dy‐
namic power flow algorithm reads the bus and line data of 
the test system and identifies the sensitive node using (6), as 
discussed in Section II. Once the sensitive node is identified, 
the power flow can be used to calculate the branch current, 
sensitive node voltage, and absolute change in voltages. 
Once the power flow converges, the algorithm updates the 
voltage profile of the corresponding time interval.

V. PROBLEM FORMULATION 

This section presents the problem formulation for load 
scheduling subject to different constraints. The objective is 
formulated to reschedule the schedulable loads within the de‐
mand limit by ensuring the voltage stability limit. The objec‐
tive function for the optimal load scheduling is given as:

f (X k
tap )=min∑

k = 1

h

F T (LB
kt +X k

tap + LINSL
kt ) (11)

The residential houses have the ability to program the op‐
erating schedules of each schedulable load in advance, 
which is represented as a constraint in (12).

Algorithm 1: dynamic power flow algorithm

Result: update voltage profile

Initialization

Step 1: sensitive node identification

if node is sensitive node then

  Update data at sensitive node and go to Step 2

else

  Go to Step 1

end

Step 2: power flow calculation

while DV < ϵ do

  Compute the branch currents

  Determine the drop in voltage

  Determine the critical bus voltage

  Determine the voltage variation in absolute terms (DV)

  Update iteration times iter = iter + 1

end
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X k
tap ={X h

tap|EapSLNL £X k
tapSL £EapSLFL"Ah

tapSL = 1"tÎ T}  (12)

In this case, in order for an appliance to complete its task 
within its operating interval, the available power for that ap‐
pliance should be within its maximum capacity EapSLFL.

In a dynamic pricing scheme to avoid crowding phenome‐
na during solar available time periods, i. e., the minimum 
electricity price time periods, GAMS is initiated as dis‐
cussed in Section IV. It generates a feasible solution of X k

tap 

for each of the schedulable appliances “ap” of the t th inter‐
val. The total demand at each subinterval is less than or 
equal to the demand limit DLt [25], i.e.,

∑
k = 1

h

(LB
kt +X k

tap + LINSL
kt ) £DLt (13)

The above formulated objective is minimized by resched‐
uling the loads using priority-based DR with GAMS, as 
shown in Fig. 2.

A. Nonlinear Programming Formulation

In the distribution system, active and reactive power flows 
from bus i to bus j are given as:

ì
í
î

ïï

ïï

Pijt =GijV
2

it -GijVitVjt cos θijt -BijVitVjt sin θijt

Qijt =-BijV
2
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    "t"ij

 (14)

Active and reactive power balances in the distribution sys‐
tem are given as:

P Sub
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I 2
ijt = (G2
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ij )(V

2
it +V 2

jt - 2VitVjt cos θijt )£ I 2
ijmax    "t"ij (20)

Voltage should be restricted by (17) and (18), and power 
flowing through each line is limited by (19). The square of 
current limit of a line is restricted by (20) [26].

B. Second-order Cone Programming Formulation

From NLP formulation, it is observed that (15) is nonlin‐
ear and nonconvex. Therefore, it does not provide a guaran‐
teed global optimum solution. Hence, this study proposes a 
conic relaxation-based power flow [27], which extracts distri‐
bution system characteristics and provides a guaranteed glob‐
al optimum solution. The required power flow equations are 
given as:

uit =
V 2

it

2
    "t"i (21)

Rijt =VitVjt cos θijt    "t"ij (22)

Tijt =VitVjt sin θijt    "t"ij (23)

The nonlinear equation (15) can be linearized using (18)-
(20) as follows [27]:

Pijt = 2 Gijuit -Gij Rijt -BijTijt    "t"ij (24)

Qijt =- 2 Bijuit +Bij Rijt -GijTijt    "t"ij (25)

Rijt and Tijt are constrained in (22) and (23) such that

2uitujt =R2
ijt + T 2

ijt    "t"ij (26)

The above equation is still nonlinear due to quadratic 
equality constraints. Therefore, (26) is relaxed to inequality 
to make it convex [27].

2uitujt ³R2
ijt + T 2

ijt    "t"ij (27)

ap(k)=ap(kmax)?

Priority-based DR

GAMS

PF( p)=PF(1)?

k=1

k=k+1

PF( p)=PF( pmax)?

Y

Y

Y

Y

N

N

N

N

Solve the model using GAMS

Start

End

Calculate PF using (10) and assign

PF(p)=PF(1), PF(2), …, PF(pmax),

where p is the priority value

Initiate scheduling algorithm for ap(k)

Apply dynamic power flow algorithm

Update

PF(p)=PF( p+1)

Reschedule the SL appliances

P
k, ct

 < DL
t
,

Vmin ≤ V ≤ Vmax?

Fig. 2.　Flow chart of priority-based DR with GAMS.
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Bounds for the new defined variables are:

V 2
imin

2
£ uit £

V 2
imax

2
    "t"iÎBLoad (28)

uit =
1

2
    "t"iÎBSub

(29)

0 £Rijt £VimaxVjmax    "t"ij (30)

-VimaxVjmax £ Tijt £VimaxVjmax    "t"ij (31)

The square of current limit (21) can be linearized using 
new defined variables, which is given as:

I 2
ijt = 2 (G2

ij +B2
ij )(uit + ujt - 2Rijt )£ I 2

ijmax    "t"ij (32)

VI. RESULTS AND ANALYSIS 

The proposed DR program is validated for 30 residential 
customers in an LEC, and the data are generated using mi‐
crogrid load and modeling software LCOE. A typical load of 
an average Indian house is considered. Power ratings of 
schedulable loads of all the prosumers and consumers are 
presented in Table I. The LEC consists of 10 prosumers and 
20 consumers. The details of the PV capacities of the pro‐
sumers are given in Table II. Loads of all the prosumers and 
consumers shown in Table I are lumped at the sensitive node 
of the distribution system. The single-line diagram of the 
IEEE 33-bus distribution system [26] with LEC connected at 
the sensitive node is shown in Fig. 3. The node 18 of the 
IEEE 33-bus distribution system is identified as the sensitive 
node which has the lowest VSI, as shown in Fig. 4. Among 
30 residential houses, the load curves of a typical prosumer 
(house 10) and a typical consumer (house 17) without priori‐
ty-based DR are demonstrated in Figs. 5 and 6, respectively, 
where each time interval represents 15 min duration.

From Fig. 5, it is observed that the solar power generation 
is more than its required consumption. This surplus energy 
is shared to the distribution node, as shown in (9). In a dy‐
namic pricing scheme, the LEC at the sensitive node tries to 

reschedule the schedulable loads (shown in Figs. 5 and 6) to 
low-cost intervals, thereby leading to crowding phenomena.

If no action is taken against this phenomenon, it may lead 
to voltage collapse at the minimum price intervals, as shown 
in Fig. 7. Therefore, to mitigate this scenario, the PF of each 
individual house is calculated using (10) and is shown in 
Fig. 8.

The customers are ranked according to their PFs, and the 
preference is given to the customer with a high PF. The pro‐
posed DR program schedules the schedulable loads by satis‐
fying all the constraints in (13) to (32) without any crowd‐
ing phenomena. Here, DR for scheduling and power flows 
for voltage stability analysis are carried out in the GAMS 
platform. The proposed DR program is evaluated on an HP 
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…
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Fig. 3.　Single-line diagram of IEEE 33-bus distribution system with LEC 
connected at sensitive node.
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TABLE I
POWER RATINGS OF SCHEDULABLE LOADS

Load

Grinder

Well pump

Washing machine

Dishwasher

Power rating (kW)

0.5

2.0

1.5

1.0

Load

Dryer

Water sprayer

Vacuum cleaner

Iron

Power rating (kW)

0.5

1.0

0.8

0.8

TABLE II
PV CAPACITIES OF PROSUMERS

House No.

1

2

3

4

5

PV capacity (kW)

1

2

7

9

5

House No.

6

7

8

9

10

PV capacity (kW)

6

3

8

4

10
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PC i7 (16 GB RAM, 3.19 GHz), coded in GAMS version 
33.2. A typical Indian Energy Exchange (IEX) price is con‐
sidered for scheduling. In this analysis, NLP with CONOPT 
solver and SOCP with MOSEK solver are used to illustrate 
the proposed DR program using GAMS. DR using NLP and 
SOCP for a typical IEX price is shown in Table III.

The DR is conducted for regular pricing or fixed pricing 
and dynamic pricing schemes. The total cost incurred in the 
system with and without DR is ₹14227 in regular pricing 
scheme. Since the price is fixed in all time intervals, the con‐
sumer will not try to shift their consumption from one time 
interval to another. In dynamic pricing scheme without DR, 
the operational cost is ₹10811. While in dynamic pricing 
scheme with DR, the operational cost is ₹10137. Therefore, 
we can observe that ₹674 is saved due to the priority-based 
DR. Besides, we can observe that the SOCP with MOSEK 
solver provides an optimized solution with an improved volt‐
age profile and reduces the electricity price within 2.515 s. 
As the dynamic pricing scheme is evaluated at a time inter‐
val of every 15 min, the solution time is considered to be 
significant. Therefore, SOCP with MOSEK is considered as 

an optimizer for further analysis.
The dynamic power flow algorithm is used to obtain the 

voltage profiles in the systems without priority-based DR. 
After scheduling, the load curves of a typical prosumer and 
a typical consumer with priority-based DR are shown in 
Figs. 9 and 10, respectively. The proposed DR program re‐
schedules the schedulable loads from the 1st PF ranked house 
(house 10) to the 24th PF ranked house (house 30) within the 
low-cost sub-intervals 37 to 64. However, the remaining low 
PF ranked houses are not allowed to participate in these in‐
tervals as it will violate the voltage stability constraints.

The total demand for LEC architecture with and without 
priority-based DR and the price curve at the sensitive node 
is shown in Fig. 11. The proposed program effectively re‐
schedules the schedulable loads at low-cost intervals without 
any crowding phenomena by satisfying the demand limit 
constraint. It is also observed that there is a significant fluc‐
tuation of power due to solar penetration and load schedul‐
ing which may affect the voltage stability of the distribution 
node. This effect is simulated at the sensitive node (node 18) 
to understand the voltage profile variations, as shown Fig. 
12. In this study, the proposed program effectively resched‐
ules the schedulable loads at low-cost intervals up to their 
rated capacity. Therefore, the voltage profile along these low-
cost intervals is almost constant, as shown Fig. 12. Even 
though the sensitive node of the test system is stabilized 
with priority-based DR, the bidirectional power flow at this 
node affects the stability of other nodes of the test system 
[28]. Hence, in this study, voltage stability at different nodes 
(nodes 16 and 17) is carried out with and without priority-
based DR and is shown in Fig. 13. The priority-based DR al‐
so ensures voltage stability within the threshold limits. There‐
fore, the proposed program is stable enough for real-time im‐
plementation in the future smart distribution system with rap‐
id solar penetration.
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Fig. 9.　Load curve of a typical prosumer (house 10) with priority-based 
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TABLE III
DR USING NLP AND SOCP FOR TYPICAL IEX PRICE

DR technique

NLP (regular pricing)

NLP using MATLAB

NLP with CONOPT solver

SOCP with MOSEK solver

Total cost 
without DR (₹)

14227

10811

10811

10811

Total cost 
with DR (₹)

14227

10137

10137

10137

Elapsed 
time (s)

155.180

142.800

6.798

2.515
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VII. CONCLUSION 

The priority-based residential DR for alleviating crowding 
using conic programming is presented for the distribution 
system. The priority-based DR program with solar integra‐
tion can reschedule the loads effectively for the LEC. The 
node 18 is identified as the sensitive node for the IEEE 33-
bus distribution system using the VSI technique. The PF for 
each customer is calculated based on their previous contribu‐
tions and connected demand, which facilitates ranking and 
mitigates the crowding phenomena observed in the sensitive 

node. The ranking of each customer based on PF ensures the 
fair distribution of excess solar energy and effective resched‐
uling of the schedulable loads. The SOCP model using 
GAMS efficiently reschedules the loads by satisfying both 
demand and voltage limit constraints. The voltages of all 
buses in the system are within limits using the proposed DR 
program. The computational time of the SOCP model is less 
than the NLP model. The results are effective and can be 
used for future smart distribution system with rapid solar 
penetration.
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