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Modelling and Control of a nonlinear distillation 

column: A, using fractional-order controllers 
                       

 

 

 

 

Abstract—This paper takes up the challenge of modelling a 

complex nonlinear distillation column type-A and designs four 

optimal controllers for the same. The nonlinear plant is first 

linearized into a linear higher-order model. Thereafter, it is 

reduced into a lower-order model. Subsequently, the 

controllers are designed for the lower-order linear model.  The 

controllers are designed by reducing the error cost functions, 

namely Integral Square Error (ISE), Integral Absolute Error 

(IAE) and Integral Time Absolute Error (ITAE). The process 

of optimization is done heuristically using the Genetic 

Algorithm method of tuning. The four controllers designed are 

Proportional Integral Derivative, Fractional-order 

Proportional Integral Derivative, Tilt Integral Derivative and 

Fractional-order Internal Model Control. A thorough 

comparison is made between the three designed controllers, 

first on the Single Input Single Output (SISO), then to the 

reduced-order linear model and finally to the main plant. The 

FO-IMC controller is shown as an exhibition controller 

designed using GA to demonstrate the novelty of its kind. It 

has also been compared, but the results show poor 

performances as it has not been tuned with the same 

parameters as the rest.  

Keywords—Nonlinear System Identification, Fractional-

Order PID (FOPID), Tilt-Integral Derivative, Fractional-order 

Internal Model Control, Genetic Algorithm. 

I. INTRODUCTION  

A. Background of Fractional-order control 

 
The earliest publications on FOPID controller and 

fractional-order system (FOS) were carried out by I. Podlubny 
in 1994. The main focus of I. Podlubny was mainly on an 
applied controller of FOPID and FOS. After the research, he 
concluded that fractional-order compared to the FOPID 
showed positive responses and to be more flexible to tune than 
the integer-based counterpart. An optimal FOPID controller 
was designed based upon reducing the Integral Absolute Error 
as a cost function. It became the most remarkable and initial 
works done on the FOPID [1]. In 1994 Lurie et al. constructed 
a novel type of fractional-order, termed Tilt-Integral-
Derivative (TID). I. Podlubny also demonstrated the study 
Mittag-Leffler function in 1999 and transformation of Laplace 
to study the dynamics of Fractional-order system (FOS) in 
different domains of time. D. Xue et al. (2002) did a 
comprehensive work on the FOCs. The robust nature of the 
fractional-order controllers is also highlighted in the paper [2]. 
The stability of the fractional-order system is similar to the 
integer-order counterpart. Both of the systems included 
asymptotic stability and BIBO (bounded-input-bounded-
output) [3].  

B. Advantage of FOCs over PID Controllers 

 

The Fractional-order Controller (FOCs) are meant to be better 

than classical PID in the following ways: 

(a) FOC performed better in terms of reference tracking 

(servo response).  

(b) They are better than classical PID in rejecting 

disturbances (disturbance is fed in the distillation column). 

(c) They anticipate the uncertainties and hence provide better 

robustness. 

(d) They provide a high margin of stabilities, i.e. Gain Margin 

and Phase Margin compared with PID.  

(e) They cater better noise rejection in the system. 

(f) When applied to the nonlinear system, they provide better-

desired results [4].  

II. BASIC CONCEPTS 

A. Construction and Working of a Distillation column 

The distillation column is considered to be a power 
demanding procedure. The working is based on separating 
two or more materials in the components' desired purity by 
removing the heat from the components. Mostly the 
separation is based upon the boiling points and the relative 
volatility. The least volatile substance is known as heavy 
compounds; on the other hand, the most volatile components 
are known as light substances. The control aspect of the 
distillation column would be desired concentration level of the 
distillate product (Yd Kmol/min), the desired concentration 
level of the bottom product (Xd Kmol/min), desired level of 
the distillate product (Md Kmol) and desired level of the 
bottom product (Mb). The various inputs are Reflux (L), Boil 
up the flow (V), Distillate Flow (D), Bottom Flow (B), 
Feedrate (F), Mole Fraction (zF). 

B. Fractional Order Controllers 

 Some of the famous FOCs are FOPID, TID and FO-IMC 
controller (written in order) in (1) and (2) 
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���)                                         (2) 

The above equation (1) and (2) represent the controller 
transfer function of FOPID, TID and FO-IMC controller, 
which is similar to a PID controller except for a fractional 

power ��� , ��  , ���
� . Similarly, FO-IMC  has the same 

structure as that of  FOPID with only the difference of 
fractional-order filter  ‘p’  and constant ‘a’, whose ranges 
��[1,2] and a could take any small integer value. 

FOC’s have higher degrees of freedom where λ, μ and n 

($�[2,3]) can take infinite values following the desired output 

to be obtained [4]. Figure 1 shows the area in which the 
controllers FOPID and PID can work, shown along with their 
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ranges. The values of parameters taken by PID are only three, 
and areaPID = 0. However, FOPID could take infinite values of 
the tuning parameter [5]. 

 

FIGURE 1: TUNING AREA OF PID (LEFT) AND FOPID (RIGHT PURPLE) 

C. Nonlinear Systems 

 

Nonlinear system does not observe the principle of 

homogeneity and superposition, (3) and (4) show the 

nonlinear system’s general equation. 
&(') = ((&('), )('), ')                     (3) 

*(') = ((&('), )('), ')                     (4) 
From above, it is observed that the ‘y’ represents the output 

and x (t) represents the state vector shows ∈Rn, u(t) 

represents the input vector ∈RN and y(t) is output vector ∈Rq. 

 

C.1. Points of Equilibrium 

 
The point of equilibrium is represented where the nonlinear 
function ƒ(xe)=0. In a control system, the equilibrium points 
are shown as f(xe,ue)=0. The points of equilibrium help to 
obtain linearized version of the nonlinear model. Taylor’s 

series formula of linearization shown in (5).+,&,'-, ),'-, '- =
(,&0, )0- + /(/'0&,'-, ),'-, '12&0,&,'- − &0- +
/(/'0&,'-, ),'-, '12)0,),'- − )0- + 4. 6. 7                    (5) 

C.2. Multi-input Multi-output system  

 

     A system that takes ‘n’ number of inputs to give ‘p’ 

number of outputs is called the MIMO system. The 

characteristic of the MIMO system is that the inputs and 

outputs affect each other even if they are not meant to be 

directly related. This gives another term Relative Gain Array 

(RGA), which decides the correct dependence of respective 

inputs to outputs. The inputs of MIMO systems are 

considered to be MVs (manipulated variables) or DVs 

(disturbance variables).  

III. METHODOLOGY 

The methodology is represented in the flowchart in figure 2. 

 

 

FIGURE 2: DEVELOPMENT OF A MODEL OF DISTILLATION 

COLUMN A 

IV. CONTROL 

 

The control algorithm is represented in the flowchart in figure 

3.  

 

FIGURE 3: THE CONTROL DESIGN METHODOLOGY 

V. RESULTS 

The results could be divided into A Modelling/system 

identification results B. Control results.  

 

A. System Identification Results 

The model taken is Skogested Distillation column Type-A 

[6]. The following steps are performed. Step1. The operating 

points around which the model is linearized is also given in 

[6] in the table named Nominal operating values of the 
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distillation column. The resultant linear model is of 82nd 

order. This 82nd order linear model is reduced using the 

Henkel method of model-order reduction into 8th order 

model. The open-loop responses of the actual nonlinear 

system with that of linear 82nd order and 8th order is 

compared in figure 4.   

 

FIGURE 4: OPEN-LOOP RESPONSES VALIDATION OF 8TH
 ORDER AND 82ND

 

ORDER WITH ACTUAL NONLINEAR PLANT 

The comparison of the nonlinear and open models shows a 

satisfactory result with a simulated time of 300 

minutes. Step2. Since there are four inputs (L, V, D, B) and 

two disturbance inputs (F and zF) [6] followed by four 

outputs, the next thing is to close some of the loops and 

design a controller for it. For it, the level loop is closed first, 

and the PI controllers are designed. 
 

The online method (Zeigler-Nichols) is employed to tune the 

controllers of PI. In order to get a better response, the 

parameters are adjusted manually [7]. In (6) and (7), the 

formulated PI controllers are shown.  

�� = −0.827 + 0.551�                       (6) 

 

�; = −2.175 + 1.450�                       (7) 

The calculation of the static RGA for the 8th order linear 

system to study the interaction between the loops is in (8). 

 

= =   >0.9571 
0.0429

0.0429
0.9571@                              (8) 

From the RGA,  the most used pairs are u2(V) with y2(Xb) 

with u1(L) with y1(Yd). Step3. Construction of decouplers in 

order to reduce the interaction between the loops. The 

responses of two matrix states after closing the level-loops in 

Step2. is shown in (9).  

>A
B@ =

⎣
⎢⎢
⎢⎢
⎡ F.�G�H�I�J�H.HHK�L

�;G�H��M��N.OPG�H�JJ
�J�H.HHP�L�K.HQG�H�LM�

��.HNG�H�IR

�N.;G�H�I�J�H.HHP�L
�;G�H��M��KG�H�JJ

�J�H.HHP�L��.N�HG�H�LM�
�F.HN;G�H�JS

F.PG�H�I�J�H.HHK�L
��.TOG�H��M��F.KG�H�JU
�J�H.HHP�L�K.QTG�H�LI�

�F.F;G�H�UV

�H.HHH�K�J�H.HHPF�L
�;.QQG�H��M��T.HFG�H�JU
�J�H.HHP�L��.KH�G�H�LM�

�F.PG�H�JS ⎦
⎥⎥
⎥⎥
⎤

ZB�
[\

]   (9) 

Equation (10) is used for designing decoupler. Figure 7 

shows the decoupler.  

^�_`� = ^�;^;; ; ^�_`; = ^;�^�� ;                                  (10) 

 

FIGURE 7:  PERFECT- DECOUPLERS FOR THE MIMO SYSTEM 

Gdec1 = 
N.;PG�H�I�S � H.HHPP�I � ;.TQG�H�I�U � �.OFQG�H��V�J � T.P;G�H�JI�L

�F.HOG�H�SL� � N.KPG�H�aM
H.HHH�KT�S � H.HHPF�I � ;.TOG�H�I�U � �.NTKG�H��V�J � P.�FG�H�JI�L

� T.OHG�H�S�� � N.QOG�H�aM
   (11)                    

                                                    (12) 

Gdec2 = 
F.PG�H�I�S � H.HHK�I � ;.;�G�H�I�U � K.KFG�H�LR�J � K.HPG�H�JS�L

��.;QG�H�IM� � T.H�G�H�a�
F.�PG�H�I�S � H.HHKK�I � ;.;TG�H�I�U � P.�;G�H�LR�J � T.FNG�H�JS�L

� P.PG�H�SR� � ;.TG�H�aL
 

The application of decoupler is shown, and the MIMO 

system of 2x2 is converted into two SISO loops system such 

as: 

B� = (b − A^�_`�)^;� + (A − b^�_`;)^��                  (13) 

B� = b^;� − A^;�^�_`� + A^�� − b^�_`;^��             (14) 

From (13) and (14), the values L and V are taken as common. 

B� = A(^�� − ^;� �̂;^;;) = A(^�� − ^;�^�_`�) ⇔ de = fghihjk    (15) 

Similarly, for the other loop Xb 

[\ = (b − A^�_`�)^;; + (A − b^�_`;)^�;                     (16) 

[\ = b^;; − A^;;^�_`� + A^�; − b^�_`;^�;                (17) 

[\ = b(^;; − ^�;
l;�
l��) = b^;; − b^�_`;^�;  ⟺ no = pghihjq           (18) 

The decouplers are an important part of a MIMO system. 

They decentralize the system into two SISO loops, as shown 

in figure 8. 

 

FIGURE 8: TWO SISO LOOPS AFTER DECENTRALIZATION 

 Step2. Validation is very important for any system’s 

modelling. Figure 9 shows the validation of the responses of 

two-SISO loops with the 8th order linear MIMO loop for 

distillate concentration Yd and bottom concentration Xb. They 

are almost overlapping, which means that the perfect 

decoupler without disturbance (no F and zF) is approximately 

matched to the 8th-order linear MIMO model. 

 

FIGURE 9: COMPARISON OF RESPONSES OF SISO 

U1      U2 

L   

V 
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B. Control Results 

Let r = s = t = 0.5 , are the weights. The cost 

functions involve reference tracking error, and 

disturbance rejection error is u� and u;. Hence the total 

cost function is uvwv�x is the minimization of both errors.  

u� = r y t||}|dt�
H + s y |};dt�

H + t y ||}|dt�
H    (19) 

u; = r y t||;|dt�
H + s y |�;dt�

H + t y ||�|dt�
H    (20) 

uvwv�x = u�+u;                        (21) 

The controller so obtained is an improper transfer 

function. Therefore, a filter is added to make their proper 

function. The filter function taken is   
�

(�HHH���) . The 

controllers so obtained are written in Table I. They are 

analysed and compared on (1). Reference tracking and 

controller’s effort (2). Regulatory responses (3). Noise 

rejections (4). Robustness (5). Application on the 8th-

order MIMO and real nonlinear distillation column 

system.  

TABLE I.  OPTIMAL PID AND ITS FRACTIONAL-ORDER VARIANTS 

SISO plant 1 SISO plant 2 

G1(s) = 
�.q�Gk����q��.�kk���q��.�k����

��.��Gk���
�����.q�q��.�������.�������  

G2(s) = 
��.���kk����.�qk�q��.������.��Gk���

�����.���q��.�������.��k���  

PID 199.23 + 197.21
�+ 0.02� 

−199.95 − 197.71
� − 39.33� 

TID 198.23
−1

s;.FT
+ 197.21

�
+ 0.06� 

−199.92
−1

s;.H;
− 199.95

� − 0.018� 

FOPID 195.94 + 197.21
�H.O��

+ 199.80�H.PP; 

−199.93 − 199.98
�H.ONON

− 154.06�H.PHN 

FO-IMC 1
(s�.T;� + 0.00212) 

(2.20 + 0.5047
s�.HNP

+ 496s�.�T) 

1
(s�.;HTP + 0.0022) 

(−1.42 − 1.5047
sP.O� − 295.2s�.�N) 

 

B.1. Servo Responses and Controllers’ effort:  

 

The reference tracking of the three controllers on the 2 

SISO plants is shown in figure 10. The response 

characteristics, i.e., rise time, settling time, total 

controller’s effort (TV), Integral Square Error (ISE), 

Integral Absolute Error (IAE) and Integral Time 

Absolute Error (ITAE), are tabulated in Table II. 

 

 

FIGURE 10: (A), (B) REFERENCE TRACKING (C),(D) CONTROLLER’S EFFORT 

TABLE II.  COMPARISON OF CONTROLLERS BASED ON SERVO 

RESPONSE AND CONTROLLER’S EFFORT 

SISO system: 1 (simulation time = 200 minutes) 
Controller Tr TS Mp TV ISE IAE ITAE 

PID 3.

9 

47.7 46.5 2.1G
104 

0.01

8 

0.01

7 

0.022 

TID 3.

5 

33.5 43.2 2.6G
104 

0.01

7 

0.01

8 

0.017 

FOPID 6.

3 

27.5 14.8 1.1G
104 

0.01

6 

0.01

68 

0.013 

FO-IMC 17 29.2 0.00

1 

1.0G
104 

0.01

9 

0.01

9 

0.025 

SISO system: 2 (simulation time = 200 minutes) 

Controller Tr TS Mp TV ISE IAE ITAE 

PID 3.

5 

41.4 42.9 1.6G
104 

0.16

6 

0.19 0.183 

TID 3.

1 

32.8 39.8 1.9G
104 

0.16

3 

0.19 0.131 

FOPID 5.

2 

23.1 14.5 1.5G
104 

0.16

1 

0.18 0.103 

FO-IMC 18 28.3 7.5G
10-4 

8.1G
104 

0.16

8 

0.19 0.187 

 

Observations: Figure 10 and Table II show that the TID 

controller exhibits the fastest rise time for both plants. The 

reason for this is, a small integrator at the proportional gain 

side (Kt/ ��H.NP ) causing the faster response. The FOPID 

controller shows a faster rise time to the classical PID and 

the fastest settling time for both plants. The conventional PID 

shows a high peak overshoot as compared to its fractional-

order hybrids. The FO-IMC has the slowest rise time but 

considerably faster settling time. Finally, the errors in ISE, 

IAE and ITAE of each fractional-order controller are lesser 

than classical PID. The FO-IMC shows considerably more 

error since the tuning parameters are taken are not the same 

as the rest of the controllers. It is just shown as an exhibition 

exercise for tuning FO-IMC using GA (which proves the 

novel design of FO-IMC). 

 

B.2. Disturbance Rejection 

 

 The reduction of error is the prime motive of the distillation 

column A control. The SISO plants are subjected to the 

disturbances: Feed rate (F) and composition effects (zF) at 

the 10th minute. The controllers' responses for the 

disturbance rejection are shown in figure 11  and tabulated 

in Table III. 

 

 

FIGURE 11: COMPARISON OF CONTROLLERS 

TABLE III.  COMPARISON OF CONTROLLER BASED ON DISTURBANCE 

REJECTIONS 
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SISO system: 1 (simulation time = 200 minutes) 
Controllers Tr TS ISE IAE ITAE 

PID 1.09G10-9 51.78 0.059 0.15 1.53 

TID 3.58G10-10 38.81 0.056 0.132 1.32 

FOPID 1.03G10-15 32.18 0.055 0.125 1.37 

FO-IMC 12.4G10-6 41.29 0.069 0.15 1.63 

SISO system: 2 (simulation time = 200 minutes) 

Controllers Tr TS ISE IAE ITAE 

PID 1.83G10-10 57.40 0.065 0.143 1.57 

TID 3.61G10-11 43.46 0.063 0.139 1.49 

FOPID 1.03G10-12 36.48 0.058 0.136 1.42 

FO-IMC 1.45G10-5 39.16 0.070 0.153 1.62 

 

 The FOPID shows the fastest response for the disturbance 

rejection, followed by the TID controller. Also, the 

disturbance rejection error is least for the fractional-order 

hybrids of the PID controller. This implies that the fractional-

order controllers are better in rejecting the unwanted federate 

and the feed compositions [9,10]. The FO-IMC shows 

considerably more error since the tuning parameters are 

taken are not the same as the rest of the controllers. It is just 

shown as an exhibition exercise for tuning FO-IMC using 

GA (which proves the novel design of FO-IMC). 

 

B.3. Noise Rejection:  

 

A noisy signal of SNR 20.5 dB is introduced at the sensor 

end of both the SISO loops and the rejection responses 

are shown in figure 12 and tabulated in Table IV.

FIGURE 12: (A) AND (B) COMPARISON OF CONTROLLERS ON NOISE 

REJECTIONS FOR THE TWO LOOPS 

TABLE IV.  COMPARISON OF CONTROLLER BASED ON NOISE 

REJECTIONS 

Controllers SISO system 1 

Total Variation 

(simulation time = 

100mins ) 

SISO system 2 

Total Variation 

(simulation time = 

100mins ) 

PID 1.339G10-5 1.171G10-4 

TID 1.413G10-5 1.571G10-4 

FOPID 5.212G10-6 7.921G10-5 

FO-IMC 9.411G10-7 8.478G10-6 

 

From Fig 8 and Table IV, it can be inferred that FO-IMC is 

the best attenuator of the rest of the controllers (though it's 

not compared rigorously in the paper). FOPID also proves to 

be better than PID. PID shows better results than TID; the 

reason lies in the small integrand of the TID controller at the 

proportional gain end [11]. 

 

B.4. Relative Stability Analysis:   

 

The controller should provide stability to the plant. Hence, 

relative stability becomes a crucial parameter for comparing 

the controllers for indicating the more the stable system is 

(plant + controller). The frequency response for both the 

SISO plants with the controller are shown in figure 13, and 

the margins of stability are tabulated in Table V. 

 

 
FIGURE 13: COMPARISON OF CONTROLLERS BASED ON FREQUENCY 

RESPONSES 

TABLE V.  COMPARISON OF CONTROLLER BASED ON STABILITY 

MARGINS 

Stability margins for controllers of the SISO system: 1 

Controllers Gain Margin (dB) Phase Margin (degrees) 

PID Very High 29.1 

TID Very High 32.1 

FOPID Very High 72.8 

FO-IMC Very High 95.6 

Stability margins for controllers of the SISO system: 2 

PID 24.2 34.4 

TID 26.6 26.4 

FOPID 15.2 73.8 

FO-IMC Very High 95.2 

The Gain Margin (GM) of all the controllers concerning the 

SISO system 1 shows a very high value. A theoretical 

analysis of the Distillation column A. Although, FO-IMC 

shows most stability in GM for SISO system 2. The Phase 

Margin (PM) of both SISO systems 1 and 2 for the fractional-

order controllers are better than the classical PID.   

 

B.5. Robust Analysis: 

The controllers are compared by simulating four different 

uncertainties, and their GM and PM are tabulated in Table 

VI for both of the SISO plants.   

 
TABLE VI.  ROBUST ANALYSIS 

Robust analysis on controllers for SISO plant 1 

Cont/ 

original 

values 

Gain 

increased 

50% 

Gain 

increas

ed 

100% 

Time 

delay 

added 

Domin-

ant 

Pole 

added 

Faster 

Pole 

added 

PID 

Pm=30.2 

at 

0.303rad

/s 

Change % = 

20.53 

Pm=36.4° at 

0.378 rad/s 

Change 

% = 

36.63 

Pm=47° 

at 0.492 

rad/s 

Change % 

= 28.15 

Pm=21.7° 

at 0.305 

rad/s 

Change 

% = 

56.29 

Pm=13.

2° at 

0.296 

rad/s 

Change 

% = 

113.91 

Pm=64.

6° at 

0.0078 

rad/s 

TID 

Pm=22.9 

at 

0.284rad

/s 

Change % = 

23.14 

Pm=28.2° at 

0.346 rad/s 

Change 

% = 44.1 

Pm=33° 

at 0.399 

rad/s 

Change % 

= 34.93 

Pm=14.9° 

at 0.286 

rad/s 

Change 

% = 

69.83 

Pm=6.9

1° at 

0.284 

rad/s 

Change 

% = 

118.75 

Pm=57.

5° at 

0.0093 

rad/s 

FOPID 

Pm=72.1 

at 

0.263rad

/s 

Change % = 

11.37 

Pm=80.3° at 

0.356 rad/s 

Change 

% = 

21.91 

Pm=87.

9° at 

0.45 

rad/s 

Change % 

= 10.26 

Pm=64.7° 

at 0.264 

rad/s 

Change 

% = 20.8 

Pm=57.

1° at 

0.257 

rad/s 

Change 

% = 

20.31 

Pm=49.

24° at 

0.0353 

rad/s 
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FO-IMC 

Pm=95.6 

at 

0.145rad

/s 

Change % = 

2.93 

Pm=98.4° at 

0.219 rad/s 

Change 

% = 5.65 

Pm=101

° at 

0.295 

rad/s 

Change % 

= 28.66 

Pm=68.2° 

at 22.8 

rad/s 

Change 

% = 8.68 

Pm=87.

3° at 

0.144 

rad/s 

Change 

% = 5.86 

Pm=90° 

at 

0.0002 

rad/s 

Robust analysis on controllers for SISO plant 2 

Cont/ 

original 

values 

Gain 

increased 

50% 

Gain 

increas

ed 

100% 

Time 

delay 

added 

Domin

ant 

Pole 

added 

Faster 

Pole 

added 

PID 

Pm=30.2 

at 

0.303rad

/s 

Change % = 

20.53 

Pm=36.4° 

at 0.378 

rad/s 

Change 

% = 

36.63 

Pm=47

° at 

0.492 

rad/s 

Change 

% = 28.15 

Pm=21.7° 

at 0.305 

rad/s 

Change 

% = 

56.29 

Pm=13.

2° at 

0.296 

rad/s 

Change 

% = 

113.91 

Pm=64.

6° at 

0.0078 

rad/s 

TID 

Pm=22.9 

at 

0.284rad

/s 

Change % = 

23.14 

Pm=28.2° 

at 0.346 

rad/s 

Change 

% = 

44.1 

Pm=33

° at 

0.399 

rad/s 

Change 

% = 34.93 

Pm=14.9° 

at 0.286 

rad/s 

Change 

% = 

69.83 

Pm=6.9

1° at 

0.284 

rad/s 

Change 

% = 

118.75 

Pm=57.

5° at 

0.0093 

rad/s 

FOPID 

Pm=72.1 

at 

0.263rad

/s 

Change % = 

11.37 

Pm=80.3° 

at 0.356 

rad/s 

Change 

% = 

21.91 

Pm=87.

9° at 

0.45 

rad/s 

Change 

% = 10.26 

Pm=64.7° 

at 0.264 

rad/s 

Change 

% = 

20.8 

Pm=57.

1° at 

0.257 

rad/s 

Change 

% = 

20.31 

Pm=49.

24° at 

0.0353 

rad/s 

FO-IMC 

Pm=95.6 

at 

0.145rad

/s 

Change % = 

2.93 

Pm=98.4° 

at 0.219 

rad/s 

Change 

% = 

5.65 

Pm=10

1° at 

0.295 

rad/s 

Change 

% = 28.66 

Pm=68.2° 

at 22.8 

rad/s 

Change 

% = 

8.68 

Pm=87.

3° at 

0.144 

rad/s 

Change 

% = 

5.86 

Pm=90

° at 

0.0002 

rad/s 

 

A thorough, robust analysis is covered in Table VI. The 

‘change %’ refers to the change in stability margins when the 

SISO plant is introduced to uncertainties. The PM is only 

recorded since the GM comes out to infinity since it is a 

theoretical case study. As soon as the system’s gain is 

increased, the PM and the crossover frequency are increased. 

Also, delay and the dominant pole addition decreases the PM. 

It can be inferred that the fractional-order controllers FO-

IMC (novel controller) followed by FOPID show the least 

deviation to the uncertainties. The TID is least capable of 

providing robustness to the plant. The small integrand of the 

TID could be again accountable for its high oscillation and 

less robustness.  

B.6. Application to the 8th-order MIMO plant: 

After being analyzed thoroughly on the two SISO plants, the 

designed controllers are tested on the 8th order MIMO 

distillation column with perfect decouplers designed in the 

earlier section. The rate of reflux ‘ΔL’ (which is the input for 

the distillate concentration) is varied as a step pulse. 

Likewise, the rate of boil-up ‘ΔV’ is changed as step-pulse. 

The disturbances are also added, which are F and zf . The 

latter are simulated at a low frequency with nominal 

amplitude of 1 and 0.5, respectively [12]. The responses for 

each of the four controllers are shown in figure 14 and 

tabulated in VII.  

 

 

FIGURE 14 : COMPARISON OF PID AND ITS VARIANTS ON MIMO 8TH
 ORDER 

PLANT 

TABLE VII.  COMPARISON OF PID AND IT’S VARIANTS ON MIMO 8TH
 

ORDER PLANT 

Controllers ISE IAE 

PID 
1.3396 (Yd) 

2.6857G 10�K (Xb) 

30.9136 (Yd) 

0.2584 (Xb) 

TID 
1.1440 (Yd) 

2.5715G 10�K  (Xb) 

32.2147 (Yd) 

0.2773 (Xb) 

FOPID 
 0.0802 (Yd) 

4.5715G 10�K  (Xb) 

21.2312 (Yd) 

0.0931 (Xb) 

FO-IMC 
1.6877 (Yd) 

6.041G 10�K  (Xb) 

36.803 (Yd) 

0.266 (Xb) 

  

The distillate concentration (Yd) and bottom (Xb) 

respectively show the tracking of the setpoint change for all 

controllers. The FOPID controller proves to be better on the 

8th-order linear MIMO plant with a perfect decoupler. It 

shows the least error even though a model mismatch (SISO 

model is an approximation). The FO-IMC shows 

considerably more error since the tuning parameters are 

taken are not the same as the rest of the controllers. It is just 

shown as an exhibition exercise for tuning FO-IMC using 

GA (which proves the novel design of FO-IMC). 

 

B.7. Application on the Nonlinear plant: 

The final purpose of the controllers build on the SISO plant 

is to test against the actual distillation column A plant. The 

responses of all the controllers for the distillate concentration 

(Yd), bottom concentration (Xb), distillate level (Md) and 

bottom level (Mb) are shown in figure 15 and tabulated in 

Table VIII.  
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FIGURE 15:  RESPONSE OF ALL CONTROLLERS 

TABLE VIII.  NONLINEAR PLANT RESPONSES  

Nonlinear plant with Optimal Controllers 

Controllers Yd Xb Md Mb 

PID 4.69G10-4 4.20G10-4 0.7265 0.2490 

TID 1.26G10-4 3.15G10-4 0.3003 0.2716 

FOPID 5.64G10-5 7.26G10-5 0.2031 0.2454 

FO-IMC 0.0082 0.0135 0.1033 0.0920 

  

The fractional-order controllers show better responses for all 

the desired outputs for the nonlinear distillation column A. 

Also, the error accountable for the fractional-order controller 

is minimum when compared with the classical PID controller.  

VI. CONCLUSION 

The fractional-order control presents a huge amount of 

flexibility in tuning the parameters, reaching the level, and 

getting pleasurable responses. A nonlinear distillation 

column type A with configuration of the LV control is taken 

as a case study. Detailed modeling of nonlinear distillation 

columns is presented in the early sections. The design of the 

control system is also discussed in the later sections. The 

controllers are designed by applying the genetic algorithm in 

optimizing the multiple cost functions of errors during 

tracking of reference and rejection of disturbances. These 

controllers are TID, FOPID, FO-IMC and PID. A thorough 

comparison is carried on these four controllers, firstly on the 

SISO systems, then on the linearized MIMO system and 

finally on the main plant. Overall the fractional-order 

controllers provide better responses as compared to their 

integer-order controllers.  
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